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About me
● Senior Lecturer at Cardiff University (Wales, UK)

○ UKRI Future Leaders Fellow (4+ years)

○ Co-founder and leader of the Cardiff NLP group

● Areas of expertise: Semantics, resources, multilinguality, social media

○ Co-author of “Embeddings in NLP” book 

○ Program chair of *SEM-2023

○ Developer of TweetNLP (tweetnlp.org)
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https://tweetnlp.org/


Cardiff NLP
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➢ Very young group (2 years old)

➢ Growing fast (25+ lab members)

➢ Website: cardiffnlp.github.io 🌐
➢ Activities: hybrid seminars, workshops, hackathons, etc.

➢ Twitter: @Cardiff_NLP

➢ Open-source contributions �� 

https://cardiffnlp.github.io/


Cardiff NLP Workshop 2023
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➢ Dates: TBA (Summer), 2 days (in-person)

➢ Especially targeted to NLP PhD students in Europe (but 

everyone is welcome)

➢ Free registration

➢ Mix of invited speakers, tutorials and networking

➢ Info from last year: https://www.cardiffnlpworkshop.org/ 

https://www.cardiffnlpworkshop.org/


MSc in
Natural Language Processing

Starting date: September 2023

Length: 1 year

Involvement from industry and Supercomputing Wales.

NLP-specific modules, interdisciplinary by nature.

Computational linguistics, Python programming, machine learning, cutting-edge NLP, etc.
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Outline

➢ From word to sense and contextualized embeddings: 

○ A “historical perspective”

➢ Contextualized embeddings and word sense disambiguation

➢ Open research questions
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Embeddings in NLP
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Word vector space models
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Words are represented as vectors: semantically similar words are 

close in the vector space 



Word embeddings: 
How to learn them
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... London is the capital of UK … 

... Last night I travelled from Cardiff to London.

.

.

.

London

[0.25, 0.32, 
-0.1 …. 0.1]

Word2Vec, GloVe, fasttext… 



• Word representations cannot capture ambiguity. For 
instance,                         bank
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Limitations of word embeddings
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Problem: 
word representations cannot capture ambiguity
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Problem: 
word representations cannot capture ambiguity
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Problem: 
word representations cannot capture ambiguity



Motivation: Model senses instead of words

He withdrew money from the bank.



...

...

He withdrew money from the bank.

bank#1

bank#2

Motivation: Model senses instead of words



He withdrew money from the bank.

Motivation: Model senses instead of words

...

...

bank#1

bank#2
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Key goal: obtain sense representations
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Key goal: obtain sense representations

We want to create a separate representation 
for each entry of a given word



WordNet

Idea

19

Encyclopedic knowledge Lexicographic knowledge



WordNet

Idea 
(basis of my PhD thesis - NASARI)
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+
Encyclopedic knowledge Lexicographic knowledge

+
Information from text corpora
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Embedded sense representation
(Camacho-Collados et al. AIJ 2016)

Closest senses



Contextualized word embeddings
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23

Peters et al. 
(NAACL 2018)

Devlin et al. 
(NAACL 2019)

Based on 
LSTMs

Based on
Transformers

Contextualized word embeddings
    ELMo                                  BERT
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Peters et al. 
(NAACL 2018)

Devlin et al. 
(NAACL 2019)

Based on 
LSTMs

Based on
Transformers

More successful 
nowadays

Contextualized word embeddings
    ELMo                                  BERT

GPT-3
XLNet
RoBERTa
OPT
…
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Contextualized word embeddings
ELMo/BERT

As word embeddings, learned by leveraging language models on 
massive amounts of text corpora.

New: each word vector depends on the context. It is dynamic.

Important improvements in many NLP tasks.
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Contextualized word embeddings
ELMo/BERT (examples)

She made a money transfer at the bank.

The bank remained closed yesterday.

We found a nice spot by the bank of the river.
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Contextualized word embeddings
ELMo/BERT (examples)

0.25, 0.32, -0.1 …. 

0.22, 0.30, -0.08 …. 

-0.8, 0.01, 0.3 …. 

She made a money transfer at the bank.

The bank remained closed yesterday.

We found a nice spot by the bank of the river.
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Contextualized word embeddings
ELMo/BERT (examples)

0.25, 0.32, -0.1 …. 

0.22, 0.30, -0.08 …. 

-0.8, 0.01, 0.3 …. 

Similar vectors

She made a money transfer at the bank.

The bank remained closed yesterday.

We found a nice spot by the bank of the river.
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How well do these models capture 
“meaning”?

Good enough for 
many applications.

GLUE
Language understanding

benchmark

Human baselines!
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Good enough for many applications.

Room for improvement. For example, in SuperGLUE:

➢ Winograd Schema Challenge: BERT ~65% vs Humans ~95% 

➢ Word-in-Context (WiC) Challenge: BERT ~69% vs Humans ~80% 

How well do these models capture 
“meaning”?
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➢ Winograd Schema Challenge: BERT ~65% vs Humans ~95% 
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requires commonsense reasoning

requires abstracting the notion of sense
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“meaning”?
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Good enough for many applications.
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Word-in-Context (WiC) Challenge
(Pilehvar and Camacho-Collados, NAACL 2019)

Task: Identify the most suitable meaning of a word in context
Framed as binary classification (True/False)

Examples:

There's a lot of trash on the bed of the river 
I keep a glass of water next to my bed when I sleep

He cashed a check at the bank
The bank is on the corner of Nassau and Witherspoon

WiC competition open in CodaLab: 
https://competitions.codalab.org/competitions/20010 

True

False

https://competitions.codalab.org/competitions/20010
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Word-in-Context (WiC) Challenge
(Pilehvar and Camacho-Collados, NAACL 2019)

Despite smashing most benchmarks, 
GPT-3 performance in WiC (few-shot) below 50%!

Original GPT-3 paper (Brown et al., NeurIPS 2020)
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WiC Challenge

But still...

BERT is everywhere!
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WiC challenge (now also multilingual!)
(Raganato and Pasini et al., EMNLP 2020)

https://pilehvar.github.io/xlwic/ 

12 languages

https://pilehvar.github.io/xlwic/
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WiC challenge (now also multilingual!)
(Raganato and Pasini et al., EMNLP 2020)

https://pilehvar.github.io/xlwic/ 

12 languages

Other WiC extensions: MCL-WiC (Martelli et al., SemEval 2021); AM2iCo (Liu et al., EMNLP 2021); 
WiC-TSV (Breit et al., EACL 2021); TempoWiC (Loureiro et al., COLING 2022)

https://pilehvar.github.io/xlwic/
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For more information on meaning representations (embeddings):

❖ Blog post on “How to Represent Meaning in Natural Language Processing? Word, Sense and 
Contextualized Embeddings: Word, Sense and Contextualized Embeddings” 

❖ From Word to Sense Embeddings: A Survey on Vector Representations of Meaning (JAIR, 
Dec 2018)

❖ Book on “Embeddings in Natural Language Processing”, 

including COLING-20 Tutorial and ESSLLI-21 course:

https://sites.google.com/view/embeddings-in-nlp 

https://medium.com/@josecamachocollados/how-to-represent-meaning-in-natural-language-processing-word-sense-and-contextualized-embeddings-bbe31bdab84a
https://www.jair.org/index.php/jair/article/view/11259
https://sites.google.com/view/embeddings-in-nlp


Word Sense Disambiguation 
(WSD)
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?

Word Sense Disambiguation 

He withdrew money from the bank.
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Word Sense Disambiguation 

X
He withdrew money from the bank.
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Word Sense Disambiguation 

He withdrew money from the bank.



WSD and language models

Common approach -> “contextualized sense 
embeddings”. For each sense:

➔ Gather all sentences in a sense-annotated 
corpus (e.g. SemCor)

➔ Get contextualized embeddings for each 
sentence

➔ Average all contextualized embeddings

At test time, nearest neighbour (1NN) between 
contextualized embedding and the computed 
representation for each candidate sense.
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She made a money transfer at the bank.

The bank remained closed yesterday.

The bank transaction was successful.

0.25, 0.32, -0.1 …. 

0.22, 0.30, -0.08 …. 

0.1, 0.15, -0.02 …. 

Compute contextualized sense embeddings
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0.25, 0.32, -0.1 …. 

0.22, 0.30, -0.08 …. 

0.1, 0.15, -0.02 …. 

Compute contextualized sense embeddings

AVERAGE

...

...

...

She made a money transfer at the bank.

The bank remained closed yesterday.

The bank transaction was successful.



He withdrew money from the bank.

Disambiguating with contextualized embeddings

...
Contextualized embedding
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He withdrew money from the bank.

...

...

bank#1

bank#2

...

Similarity: 0.95 Similarity: 0.3

Contextualized embedding

Disambiguating with contextualized embeddings
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He withdrew money from the bank.

...

...

bank#1

bank#2

...
Contextualized embedding

Disambiguating with contextualized embeddings

Similarity: 0.95 Similarity: 0.3
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F1 WSD performance 
(unified WordNet WSD benchmark)

FN= 
Fine-grained

CS= 
Coarse-grained



WSD performance without candidates 
(unified WordNet WSD benchmark)

(Loureiro et al., AIJ 2022)

In this setting, nearest neighbours if performed over all senses/synsets in WordNet!



Qualitative analysis 
(20 words with human-interpretable senses) 

CoarseWSD-20 Dataset (Loureiro and Rezaee et al., Computational Linguistics 2021)



WSD Results (CoarseWSD-20)



WSD Results (CoarseWSD-20)



Fine-tuning vs. 1NN (few-shot)

1NN: Method based on contextualized embeddings nearest neighbour



Fine-tuning vs. 1NN (few-shot)

1NN (contextualized embeddings) more robust 
with low number of training instances



Many good news!

A simple 1NN based on contextualized embeddings method performs 
remarkably well (over 90%) in most settings.

It is more robust than a fine-tuning approach that is more 
computationally-demanding, needs one model per word, etc.

Only a handful of annotated examples are needed to achieve this 
performance (generally <= 3).



So, is it lexical ambiguity not a problem anymore 
in NLP? Is it WSD solved?



So, is it lexical ambiguity not a problem anymore 
in NLP? Is it WSD solved?
Certainly not!



So, it is lexical ambiguity not a problem anymore 
in NLP? Is it WSD solved?
Certainly not!

Many challenges remain, for example:

1) Lack of sense-annotated corpora (especially low-resource languages)

2) Understand how language models work (and take the most of them)

3) Verbs, what about them?

4) Dynamic nature of meaning (meaning shift, etc.)

5) Multimodality (images?)



(1) Lack of sense-annotated corpora

Existing manually sense-annotated corpora cover a small fraction of all 
senses 

-> Annotating senses is a hard and time-consuming task!

This causes the so-called knowledge-acquisition bottleneck

For example, SemCor covers 16.1% only!
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Solutions to lack of sense-annotated corpora
Extensions through definitions and/or graph propagation: 

-> EWISER (Bevilacqua and Navigli, 2020), Scarlini et al. (2020), 
Blevins and Zettlemoyer (2020), LMMS (Loureiro et al. 2019), Vial et al. 
(2019), GlossBERT (Huang et al. 2019), etc.

Problem: 
The initial annotations were still very limited and propagation methods 
cannot address all the problems (sparsity)
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Solutions to lack of sense-annotated corpora
Extensions through definitions and/or graph propagation: 

-> EWISER (Bevilacqua and Navigli, 2020), Scarlini et al. (2020), 
Blevins and Zettlemoyer (2020), LMMS (Loureiro et al. 2019), Vial et al. 
(2019), GlossBERT (Huang et al. 2019), etc.

Problem: 
The initial annotations were still very limited and propagation methods 
cannot address all the problems (sparsity)

Solution: 
Use unambiguous words! 
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Unambiguous Sense Annotations (UWA)
(Loureiro and Camacho-Collados, EMNLP 2020)

Unambiguous words amount to almost 80% of all words in WordNet!

Idea: We can annotate unambiguous words for free (with some caveats) 
and this should help propagation methods

We construct UWA, a corpus with unambiguous sense annotations 
(WordNet)
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Unambiguous word annotations (UWA)
(Loureiro and Camacho-Collados, EMNLP 2020)



Unambiguous Sense Annotations (UWA)
(Loureiro and Camacho-Collados, EMNLP 2020)

Number of unambiguous annotations

WSD
Performance

(F1)



(2) Understanding LMs: Layer probing analysis
(Loureiro et al., AIJ 2022)



(3) Verbs: How to model them?



Example:

The verb “run” has 
41 senses in WordNet! 

(3) Fine-granularity of verbs (and not only)

👉 See Kallini and Fellbaum (GWC 2023)!



(4) Language is dynamic
Meaning changes over time

More problematic in social media! 

👉 EMNLP-2022 EvoNLP workshop (including TempoWiC shared task)

https://sites.google.com/view/evonlp


(4) Language is dynamic
Meaning changes over time

More problematic in social media! 

👉 EMNLP-2022 EvoNLP workshop (including TempoWiC shared task)

More questions: 
- What about Entity Linking? 
- What is the ideal sense inventory? WordNet? 

Wikidata? BabelNet? Public social media accounts?

https://sites.google.com/view/evonlp


Visual Word Sense Disambiguation task (SemEval 2023)

Open for submissions until Jan 31st! 
Data in English, Farsi and Italian

(5) Multimodality (images?)
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https://codalab.lisn.upsaclay.fr/competitions/8190


Language models represent a powerful tool to deal with 

lexical ambiguity, but many challenges remain. 

Often fine-tuning not necessary: contextualized 

embeddings are flexible and robust.

But… is WSD still relevant in the language model era?

Conclusion
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Language models represent a powerful tool to deal with 

lexical ambiguity, but many challenges remain. 

Often fine-tuning not necessary: contextualized 

embeddings are flexible and robust.

But… is WSD still relevant in the language model era? 

Yes! Added interpretability, extra-info from resources, 

multilinguality for free, needed for retrieval…

Conclusion
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¡Gracias!
Thank you! 

Eskerrik asko!

Questions? 🤔
camachocolladosj@cardiff.ac.uk

@CamachoCollados
josecamachocollados.com

mailto:camachocolladosj@cardiff.ac.uk
https://twitter.com/CamachoCollados
http://josecamachocollados.com/

