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INTRODUCTION

The main goals:

• Generate definitions for missing senses and augment plWordNet.

• Test models capacity for generalization and ability to use knowledge from 
pretraining.

• Incorporate the world knowledge into the model.



INTRODUCTION

Example:

Input: “cat: the cat jumped on the bed in the middle of the night”

Output: “cat: feline mammal usually having thick soft fur and no ability to roar, 
domestic cats”



DATASETS
• The Corpus of Wrocław University of Science

and Technology (KPWr) – corpus with documents 

from various domains. 100 documents where 

manually annotated with plWordNet senses.

• Verb’s Valency Dictionary – sense-annotated 

treebank (Składnica), benchmark for knowledge-

based WSD

• Sherlock Holmes: The Adventure of The 

Speckled Band – translated to polish language

and manually annotated with sense tags.

• Monosemous Lemmas from KGR10 – single 

sense lemmas usage example were extracted from 

the KGR10 corpus (large corpus with 4 billion 

tokens)



DATASETS

We acquired almost 237k examples: words, usage examples and definitions. 

➢213k were acquired from plWordNet and KGR10

➢16k from Verb’s Valency Dictionary

➢6.2k from The Corpus of Wroclaw University of Science and Technology 
(KPWr), 

➢1.5k Sherlock Holmes. 



TEST DATASETS

•10k randomly sampled examples from the whole data collection

•146 examples were used in human evaluation: 

• 102 senses were already in plWordNet

• 44 had no definition in plWordNet.



MODEL

T5 is an encoder-decoder model pre-trained on multiple tasks, where each 
task is converted into a text-to-text format. Each task has its’ own prompt, for 
example:

“translate English to German: “

Source: Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer, 2020



EXPERIMENTAL SETTING

plT5-base and plT5-large models both available on huggingface.

Batch size:

• 16 ( plT5-base )

• 4  ( plT5-large )

Prompt: “generate definition:”

Trained on Nvidia RTX3090 GPU.



EVALUATION

To evaluate generated texts, we used BLEU and ROUGE-L metrics widely used 
in machine translation.

Both metrics are readily available in Evaluate library.

https://github.com/huggingface/evaluate

https://github.com/huggingface/evaluate
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HUMAN EVALUATION

Mistakes classification:
• Self-reference/definiendum – word is defined by the word itself

• Incoherent – definition contains contradictions

• Completely-wrong – word is defined as wrong sense

• Partially-wrong – part of the definition is incorrect or refers to a 

different sense



HUMAN EVALUATION



HUMAN EVALUATION

Evaluation settings:
• Hard evaluation – generated definition is correct without any errors

• Soft evaluation – generated definition is correct, even if self-reference 

or partially-wrong errors are spotted.



RESULTS



RESULTS

WordNet+  – already in plWordNet

WordNet- – not defined in plWordNet



RESULTS



FUTURE WORK

➢Apply the definition generation task to Word Sense Disambiguation (WSD)

➢Improve on knowledge intensive tasks like Entity Linking or Question Answering, 
which require a lot of knowledge and language understanding.
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